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ABSTRACT 

 

          In this era, when every organization competes to stay on the top in the market, organizations 

need to ensure that they should consider all the factors that will result in their long-term success. 

One of the most crucial factors among all is to provide the best customer experience. Customer 

Lifetime Value is an important factor that helps in understanding customers. It allows 

organizations to understand the importance level of each customer. By segmenting customers into 

different groups, analysts can build tailored strategies for customers. With data mining approaches, 

critical customer knowledge can be extracted, which could further help in critical decision-making. 

This paper aims to segment customers into groups, calculate customer lifetime value, and 

determine the best prediction model with maximum accuracy. The evaluation was carried out 

within customer segmentation, using a database of a company operating in the retail sector. The 

results indicated that developing prediction models by dividing CLTV into clusters is a better 

approach with a good accuracy rate and provided many beneficial insights. 
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1. INTRODUCTION: 

 

    

        CLV is one of the most critical metrics for any company, but they have ignored it. According 

to a UK study, it was found that only 34% of the marketers they surveyed were “completely 

aware of the term and its connotations.” And only 24% of respondents felt their company was 

monitoring CLV effectively (“How to Optimize Customer Lifetime Value (CLV)—15 Effective 

Tactics That Every Marketer Needs to Know,” 2020). Many start-ups also fail to establish 

themselves in the market because the cost of acquiring customers is higher than expected. Existing 

customers spend 67% more than new customers. So, encouraging repeat purchases is a good 

strategy to have in your marketing mix (“Fine-Tune Your SaaS Business with CLV Metrics”, 

2018). CLV can help businesses to make cost-effective and time-saving decisions. It will also 

allow companies to measure the financial impact of various activities like advertisements. 

In the last few years, there is a massive transition in business as the whole business revolves around 

the customers. The approach that companies or organizations have started to use is the customer-

centric approach. To sustain and maintain their value and simultaneously grow in the market, 

companies need to acquire new customers and retain their existing customers. But retaining 

existing customers is associated with a huge cost. This cost is called Customer Lifetime Value 

(also called CLV, CLTV, LCV). The customer lifetime value (CLV) is the total value customers 

bring to a business throughout their lifetime.  This cost helps a business decide how much money 

they should invest in acquiring new customers and retaining their existing customers.  

This paper intends to focus on the importance of CLV and build a CLV model to predict the cost, 

further determining how much money a business should spend on customer retention or how 

customer segmentation could be done based on value. This paper is organized as follows: Studies 

related to the customer lifetime value are provided in Section 2. Section 3 presents detailed 

information about customer lifetime value and methods to calculate it. Section 4 is the 

methodology used in the paper. These methods include cleaning and preparing the dataset for 

analysis, calculating customer lifetime values, customer segmentation, and building predictive 

models for CLTV. Section 5 and 6 of the paper consists of conclusions and references, 

respectively, from academic and practical points. 
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2. LITERATURE REVIEW: 

As business strategies change every day and become more customer-centric, any company needs 

to understand their customers' needs and behavior. By understanding customers, a company can 

make strategies by which they can retain their customers and increase overall profitability. CLV 

is defined by (Kumar and Ranjan, 2009) “The sum of cumulated cash flows-discounted using the 

weighted average cost of capital (WACC)-of a customer over his or her entire life with the 

company.”  

Calculating CLV (Customer Lifetime Value) can help companies to investigate the parameters that 

companies generally ignore. At the beginning of a relationship, customers are more valuable due 

to the future potentials that they offer (Ryals, 2002). 

There have been many CLV models in the related literature that have been built. These models are 

the PCV Model (past customer value), RFM Model (recency, frequency, monetary), SOW model 

(share of wallet), and future- past customer behavior model. 

As far as the future - past customer behavior models are concerned, although they all consider the 

future behavior of customers, some analytical models (Berger & Nasr, 1998; Gupta & Lehmann, 

2003; Venkatesan & Kumar, 2004) include acquisition cost when calculating lifetime values while 

some others (Bauer, Hammerschmid & Braehler, 2003) do not (Hiziroglu et al., 2018).  Most of 

the studies on future-past customer behavior models use retention rate to determine the activation 

period (Hiziroglu et al., 2018). Many studies use different methods, including generalized 

regression, logistic regression, quantile regression, latent class regression, CART, Markov chain 

modeling, neural network to create past customer behavior models (Haenlein, Kaplan & Beeser, 

2007). The significant usage of data mining techniques provides advantages in the areas of 

modeling CLV, including performing analysis based on CLV and evaluating the optimal method 

for identifying customer lifetime value in many industries such as retail, insurance, banking, 

telecommunication, financial services (Kim et al., 2006; Chen et al., 2009; Khajvand & Tarokh, 

2011; Lin et al., 2011; Golmah & Mirhashemi, 2012; Hu et al., 2013). These techniques include 

decision tree, clustering, logistic regression, artificial neural network, support vector machine, 

random forests (Hiziroglu et al., 2018). 

There are other methodologies as well, where the proposed extended RFM analysis method with 

one additional parameter—called Count Item—is used. Comparing results of these approaches 

shows that adding count Item as a new parameter to the RFM method makes no difference to 

clustering result, so CLV is calculated based on the weighted RFM method for each segment. The 

results of calculated CLV for different segments can explain marketing and sales strategies by the 

company. 

In this paper, I will be finding how customers are segmented between active and inactive 

customers. And finally, I will build machine learning models for customer lifetime value. 
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 3. CUSTOMER LIFETIME VALUE IN DETAIL: 

 

Customer Lifetime Value is how much amount a customer is predicted to spend on a particular 

business in their lifetime. It measures how valuable a customer is for a business. There are two 

most important factors for any business growth: acquiring new customers and retaining old 

customers. The cost of building new relationships(customers) is expensive compared to the cost 

of retaining customers. So, whenever a business focuses on retaining their old customers, they 

increase Customer Lifetime Value (CLV). That means the higher the CLV, the higher the loyalty 

of customers towards a particular business. 

 

3.1. How to calculate CLV? 

 

Many factors come into the role while calculating CLV, but majorly few factors affect it the most. 

These are customer lifespan, retention rate, customer churn rate, and the average profit margins.  

CLV can be of two types: Historic CLV or predictive CLV. 

 

        3.1.1. Historic CLV:  

It uses historical transactions or events of an existing customer from a specific period. In simple 

words, it is the total profit from a customer's past purchases. To calculate the historical CLV, the 

following step needs to be done: 

Historical CLV = (Sum of all transaction) * Average gross margin 

 

        3.1.2. Predictive CLV:  

It is an algorithmic process that uses transaction history and behavioral patterns to determine a 

customer's current value and forecast how customer value will evolve with time. As customer's 

purchases and interactions increase with time, this value becomes more accurate and a better 

method to calculate CLV. This method considers customer service costs that include the cost of 

returns, acquisition costs, cost of marketing tools, etc.). There are five steps to calculate predictive 

CLTV. These are as follows: 

 

Step 1: Calculating Average order value (AOV) 

AOV is how much revenue is generated from the average customer. To calculate AOV, choose a 

time of business that is a good representation of customer purchase behavior. This time can be six 

months, one year, etc.  

Average order value (AOV) = Total revenue/Total number of orders 

 

Step 2: Average purchase frequency (APF) 

It calculates how frequently a customer purchases from a particular business. The customer who 

buys regularly is considered a loyal customer. To calculate APF, determine total sales and unique 

customers in the time frame used for average order value. Unique customers refer to the customer 

who has frequently purchased in the selected period. 

Average purchase frequency (APF) = Number of purchases/Number of unique customers 

 

 

 

Step 3: Customer value (CV) 
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CV is one of the vital parameters as loyal customers may help advertise the business, which will 

further acquire new customers at a low cost. Customer Value tells us how much money is generated 

by the average customer over the selected period. 

Customer value (CV) = Average order value * Average purchase frequency 

 

Step 4: Average Customer Lifespan (ACL) 

Customer's lifespan is the time between a customer's first purchase and their last purchase before 

they end their purchases from the business, i.e., end relationship with a business. The average of 

this timeframe across all customers can give the average customer lifespan. 

Average customer lifespan (ACL) = Total of customer lifespans/Total customers 

 

Another method to calculate average customer lifespan is by using Churn Rate. Churn Rate tells 

how many customers a business is losing.  

Churn Rate = (Number of customers at the beginning of a time period-Customers at the end of a 

time period) / (Number of customers at the beginning of a time period) 

So, Average customer lifespan = 1/Churn Rate 

 

Step 5: Customer lifetime value (CLV) 

After calculating the first four steps, the final step is to calculate Customer Lifetime Value. 

Customer lifetime value (CLV) = Customer value * Average customer lifespan 

 

Further, if we want to gain insights into each customer's profitability, gross margin needs to be 

included in the formula. Gross margin is revenue earned by a company after incurring all the costs 

associated with the business. 

Gross margin = (Sum of revenue - Total cost of goods sold)/ Total Revenue 

 

So, customer lifetime value when accounting for profit: 

Customer lifetime value (CLV) = Customer value * Average customer lifespan * Gross margin 

 

Note: Timeframe should remain the same while calculating each step. 
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      4. METHODOLOGY: 

4.1. DATASET: 

There are several methods to calculate CLTV. To predict CLTV for both old and new customers, 

we can use machine learning methods. This paper has built a prediction model for existing 

customers using supervised and unsupervised machine learning methods. 

For the dataset used in this paper, I have chosen an open-source online retail dataset. This dataset 

is a transactional dataset that contains all transactions occurring during a year for a UK-based and 

registered non-store online retail. I have downloaded this dataset from UCI Machine Learning 

Repository. This database contains information about the transactions done by 3921 unique 

customers. The response variable for this dataset is Customer Lifetime Value (CLV). There are a 

total 541909 number of instances with eight attributes. The information about the attributes are as 

follows: 

4.1.1. Information About Attributes of Dataset: 

Column Name Datatype Description 

InvoiceNo Object Invoice number. A unique six-

digit integral number assigned 

to each transaction. If 

InvoiceNo starts with the 

letter 'c,' it indicates a 

cancellation. 

StockCode Object Product (item) number. A 

unique five-digit integral 

number assigned to each 

product or item to differentiate 

products from each other.   

Description Object Name of product or an item.  

 

Quantity  

Integer 

The number of quantities of 

each product (item) per 

transaction 

InvoiceDate Datetime64 

 

Date and time of each 

generated transaction. 

UnitPrice Float64 

 

Unit price. Numeric, Product 

price per unit in sterling. 

CustomerID Float64 

 

It represents customer 

number. A unique 5-digit 

number assigned to each 

customer. 

 

Country Object 

 

Name of the country where 

each customer resides. 

Figure 1: Dataset Attributes 



www.manaraa.com

 
13 

 

4.2. Data Loading: 

Below is the subset of the data after loading the database used in this paper: 

Figure 2: Subset of Dataset 

 

4.3. Data Cleaning and Data-Preprocessing: 

Data cleaning is converting the unstructured data to structured data. It is fixing or removing the 

duplicate values, missing values, incomplete values, and unnecessary columns within a dataset. 

4.3.1. Remove Duplicates: 

To make analysis more efficient and minimize distraction from the primary target and create a 

more manageable and more performant dataset, I removed all the duplicate and unnecessary values 

from the dataset. Initially, our database had 541909 rows. But out of 541909, there were 5268 

duplicate rows. After removing duplicates, the final count of rows was 536641, and the number of 

columns was 8. 

            4.3.2. Removing Irrelevant and missing Values: 

After examining the dataset, I found that there were many missing values, and the dataset contained 

negative values in the column Quantity. There was total 136538 missing and irrelevant data.  That 

means 25% of data from our database is unstructured. These inconsistencies can cause mislabeled 

categories or classes.  Hence, I removed these values from the database, resulting in 392732 rows 

and eight columns. Data is free from missing and duplicate value at this stage, but after preliminary 

data exploration, I found that most of the customerID belongs to the United Kingdom. Below bar 

graph shows the top ten country's customer.  
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Figure 3: Top Ten Countries Customers 

Out of 392732 rows, 349227 rows belonged to customers from the United Kingdom, so filtering out records 

that contain data only for United Kingdom customers. So, the final count of rows was 349227, and columns 

were 8. 

            4.3.3. Converting Datatype: 

This dataset contains a column Invoice Date with datatype as datetime64. To make calculations and 

visualization easy, I have converted the datatype of this column as int. For this, I have extracted only the 

month and column from the InvoiceDate and renamed the column name as InvoiceYearMonth. The below 

figure represents the Invoice Date with updated datatype and name.  

 

Figure 4: InvoiceYearMonth 
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4.4. Feature Selection: 

Feature selection is made to reduce the training time and increase the predictive model's accuracy; 

it is crucial to select only those features or columns that contribute the most towards the prediction. 

So, I removed StockCode, Description, and Country from the data frame. 

 

4.5. Customer Segmentation: 

Customer segmentation divides customers into segments or groups based on their common 

attributes to market to each group effectively and appropriately. It also helps in increasing the 

retention rate, which further helps to increase Customer Lifetime Value. One of the most useful 

segmentation techniques is calculating RFM, which stands for Recency, Frequency, and Monetary 

Value. I have segmented the customers into three groups. These three groups are as follows: 

High: This group contains customers who were the most active and generated maximum revenue 

for the company. 

Medium: This group contains customers who were less active and generated mediocre revenue 

for the company. 

Low: This group contains the most inactive customers and generated the least or negative revenue. 

      4.5.1. Calculating RFM: 

I have used unsupervised machine learning method - K-Means Clustering to calculate Recency, 

Frequency and Monetary Value. 

4.5.1.1. Recency:  

To calculate recency, I calculated each customer's most recent purchase date and then compared 

the last transaction of the dataset with the individual customer IDs' last transaction dates. Figure 5 

represents the recency for five customers in our database. 

 

Figure 5: Recency for five customers 
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4.5.1.1.1. Recency Cluster: 

To calculate the recency score, I divided above calculated recency into clusters. To achieve that, I 

applied K-means clustering on my dataset for a range of values from 1 to 15. I further used Elbow 

Method to calculate the optimal number of clusters.  After carefully analyzing the below graph, 

the value for the number of clusters is four. 

 

Figure 6: Elbow method to find recency clusters 

 

Figure 7 shows number of recency clusters and information about those in detail. According to the 

figure, there are four clusters as 0,1,2 and 3. Cluster 0 has maximum mean recency, whereas cluster 

3 has minimum mean recency that means cluster 0 contains the least active customers, and cluster 

3 contains customers who are recent. 

 

 

Figure 7: Recency Cluster in Detail 
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4.5.1.2. Frequency: 

Frequency is the total number of purchases or transactions performed by a customer. The below 

figure shows the frequency for five customers in our database. 

 

Figure 8: Frequency for five customers 

Calculating frequency can further help us to find out how many customers are infrequent or 

purchased the least. In this dataset, there were 35.68 % of the total customers have made 

transactions only once. 

 

Figure 9: One-time shopper 

 

4.5.1.2.1. Frequency Cluster: 

To calculate the frequency score, I again used K-mean Clustering. The method to find out clusters 

was like the method used to calculate the recency score.  
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Figure 10: Elbow method to find frequency clusters 

After observing the above graph, I can see that four should be the optimal number of clusters. Like 

the recency cluster, I have again divided frequency into four frequency clusters- 0,1,2 and 3. 

Cluster 3 has the maximum mean frequency, while cluster 0 has the minimum frequency. That 

means cluster three contains the most frequent customers, whereas cluster 0 contains the least 

frequent customers. 

 

Figure 11: Frequency Cluster in detail 

 

4.5.1.3. Monetary Value (Total Revenue/Total Sales/Total Purchase):  

To calculate the monetary value, I multiplied the Quantity column with the UnitPrice column. I 

named the resultant as TotalPurchasePerCust.  The graph below shows the total purchase for five 

customers within our data frame. 

 

Figure 12:  Total Purchase for five customers 

 

4.5.1.3.1. Total Purchase Cluster: 

These clusters divided the database into four clusters 0,1,2, and 4 according to the amount of 

purchase made by a customer.  Once again, I used K-mean clustering to calculate clusters to 
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calculate. The method to find out clusters was similar to the method used to calculate the recency 

score.  

 

Figure 13: Elbow method to find Total Purchase Clusters 

 

Figure 14: Total Purchase Clusters in detail 

 

From figure 14, I could infer that cluster 3 has maximum mean purchase and cluster 0 has 

minimum mean purchase. That means cluster 3 has customers who generated the maximum 

revenue, whereas cluster 0 has customers who generated the minimum revenue. 

4.5.1.4. RFM Score: 

To identify the best and worst customers in our dataset, I added recency, frequency, and total 

purchase. The higher the RFM score, the higher is the CLTV. The customers with the maximum 

Score were the best, whereas the customers with the lowest customer score were the worst. 



www.manaraa.com

 
20 

 

 

Figure 15: RFM Score 

      4.5.2. Segmenting the Customers: 

The last step in customer segmentation is to divide customers among segments-High, Medium, 

and Low. To accomplish that, I have used RFM Score. So, the customers with Scores 0 and 1 will 

be part of the Low segment. Customers with Scores 2,3 and 4 will be part of the Medium segment. 

Customers whose Score is 5,6,7 and 8 will be part of the High segment. The figure shows customer 

segmentation for five customers. 

 

Figure 16: Customer Segmentation 

 

4.6. Calculating CLTV: 

4.6.1. Average Order Value:  

To calculate the average order value, I divided the Total Purchase column by their respective 

InvoiceNo. 

 

Figure 17: Calculation of Average Order Value 

            

4.6.2. Average Purchase Frequency: 

Average Purchase Frequency for this database was 89.065. 
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Figure 18: Calculation of Average Purchase Frequency  

   

 

 

4.6.3. Customer Value: 

To calculate the average order value, I multiplied the Average Order Value with the Average 

Purchase Frequency.  

 

Figure 19: Calculation of Customer Value 

 

4.6.4. Customer Lifespan: 

Calculation of customer lifespan is a stepwise process. First, I calculated the repeat rate, and with 

the value of the repeat rate, I found out the churn rate. The lower the churn rate, better the 

company’s growth. Here, the churn rate was only 0.18. Lastly, I divided the churn rate by 1 to get 

the average customer lifespan which was 55.25. 

 

4.6.4.1. Repeat Rate: 
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Figure 20: Calculation of Repeat Rate 

 

4.6.4.2. Churn Rate: 

 

Figure 21: Calculation of Churn Rate 

 

 

4.6.4.3. Average Customer Lifespan: 

 

Figure 22: Calculation of Average Customer Lifespan 

4.6.5. Customer Lifetime Value: 

There are two ways to calculate CLTV. One is including the profit rate (Gross Margin), and the 

other is by excluding the profit rate (Gross Margin). To include Gross Margin in CLTV calculation, 

we can either choose some random Gross Margin value like .05% or calculate Gross Margin value 

using mathematical formulas. In this paper, I have calculated the Gross Margin value as mentioned 

in the figure 24. After looking at both the CLTV's, I can say that for this dataset, gross margin did 

not impact CLTV. 

 

4.6.5.1. CLV Without considering Profit: 
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Figure 23: CLTV without profit 

 

 

 

 

 

4.6.5.2. CLV with Profit: 

 

Figure 24: Calculation of Gross Margin and resultant Gross Margin 

 

 

Figure 25:  Calculation of CLTV with Gross Margin 
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Figure 26: CLTV with Profit 

4.7. Prediction Model: 

For this paper, I have used two methods to build a prediction model for Customer Lifetime Value. 

The first method included building a linear regression model by taking data from the last six 

months and their respective CLTV. In the second method, I built machine learning models by 

dividing CLTV into different clusters. The following methods are mentioned in detail below: 

 

      4.7.1. Linear Regression Model: 

 

4.7.1.1. Feature Selection: 

I have extracted the sales in the last six months of a year, i.e., from June to December, and the sum 

of CLTV in those months.  

 

4.7.1.2. Splitting Dataset: 

I have used function train_test_split() to split the dataset into training and test set. The test size is 

0.30; training size is 0.70, and random_state is 56. 

 

4.7.1.3. Model Development: 

To develop the model, I imported the Linear Regression module and created a Linear Regression 

object. Then, I fitted my training set model using the model.fit() function and performed prediction 

on the test set using predict() function.  

 

Figure 27: Linear Regression Model 
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  4.7.1.4. Model Evaluation: 

This is a regression model, so I have calculated Mean Absolute Error, Mean Squared Error, Root 

Mean Squared Error, and R-Square for the model. As R-Square's value is 0.906, close to 1, that 

suggest that this the model fits the dataset better. 

 
 

Figure 28: Evaluation of Linear Regression Model 

      4.7.2. Machine Learning Models: 

Like linear regression model, I have used transactions made in the last six months of the year and 

calculated the total amount generated in the last six months. I named this calculated column as 

Revenue_6Mo. To get more insights on the CLTV, I divided CLTV into four clusters by using K-

means clustering. These four clusters were 0,1,2, and 3. The figure represents the last six months' 

data with CLTV clusters and Revenue_6Mo. 

 

Figure 29: CLTV Clusters and Revenue generated in last six months 
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Figure 30: CLTV Cluster in Detail 

From above Figure 30, it can be observed that cluster three has a maximum mean value (6495.66) 

so, this is the best cluster, whereas cluster 0 has a minimum mean value (253.87), so this is the 

worst cluster.  

 

4.7.2.1. Feature Engineering: 

Some columns are categorical; I used get_dummies() to convert them into numerical values.  

Next, I plotted a Correlation matrix after converting all variables to numerical values to know how 

columns are interrelated. 

 

Figure 31: Correlation Matrix 
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4.7.2.2. Splitting Dataset: 

To improve model performance, I split my dataset into training and test. The training set prepares 

the model, and the test set makes new predictions, from which I can evaluate the performance of 

the model. The test size is 0.20; training size is 0.80, and random_state is 2020.  

4.7.2.3. Machine Learning Model Selection: 

    4.7.2.3.1. XGBoost:  

It is a decision-tree-based ensemble Machine Learning algorithm and works very well when we 

encounter classification and regression predictive modeling problems. It gives high performance 

with good accuracy in less amount of time. I loaded the dataset to develop the model, and then I 

imported the xgboost package and used XGB Classifier to classify the model. The parameters I 

have used for XGB classifier were max_depth=5, learning_rate=0.1, n_jobs=-1. To fit the model, 

I used scikit-learn API and the model.fit() function. 

    4.7.2.3.2. Light Gradient Boosting Model (LGBM): 

It is also based on the decision tree algorithm. It generates an efficient model because it uses 

discrete bins, which fastens the training process. Before building this model, I used 

MinMaxScaler() to transform the dataset and used function fit() to fit scaled training data. To build 

this model, I imported lightgbm package. I further imported LGBMClassifier from lightgbm 

package. The parameters passed in LGBMClassifier were n_estimators = 100, random_state = 

2020, and learning_rate = 0.1. For the fourth parameter, num_leaves, I created an array using 

np.array with a range between 2 to 12. 

    4.7.2.3.3. Gradient Boosting: 

Gradient Boosting trains models in a gradual, additive, and sequential manner while optimizing 

the differentiable loss functions. I imported GradientBoostingClassifier for this with parameters 

n_estimators=20, max_features=2, max_depth=2, random_state = 0. For learning_rate, I had 

chosen two values, 0.1 and 0.25. Then I used model.fit() function to fit my scaled training set. 

4.7.2.4. Model Comparison: 

    4.7.2.4.1. XGBoost: 

The figure shows the XGBoost classifier's accuracy on training and testing set. 

 

Figure 32: Accuracy of XGB classifier 
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   4.7.2.4.2. LGBM: 

The figure shows the LGBM classifier's accuracy on training and testing set. 

 

Figure 33: Accuracy of LGBM classifier 

 

    

 

 

 

  4.7.2.4.3. Gradient Boosting: 

The figure shows the GB classifier's accuracy on training and testing set with two different learning 

rates. 

 

Figure 34: Accuracy of GB classifier 

 

 

5. CONCLUSIONS: 

Companies can use CLTV models to determine the characteristics of their customers. Moreover, 

customer segmentation could be carried out based on these value-based characteristics; 

organizations can develop appropriate strategies to support their decision-making processes in the 

customer relationship management context. This paper has successfully segmented customers 
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among the three groups- Low, Medium, and High. Customers in the group High generate 

maximum revenue for the company; however, customers in the group Low generates minimum 

revenue. There are 35.68% of customers who purchased the product only once. Customers falling 

under cluster 3 in recency cluster, frequency cluster, and total purchase cluster could be promising 

customers, i.e., they can be retainable. 

We have also built predictive models for CLTV. The Linear Regression model can be a good 

option because of the high R-squared value.  

After building different machine learning models, we can conclude the following things: 

• There is a strong correlation between CLTV and the last six months' revenue. 

• CLTV cluster 3 is the best; customers falling under that cluster can retain retention. 

• After comparing all the three models' accuracy, I could say that XGBoost and Gradient 

Boosting with a learning rate of 0.25 works well with our dataset. But the difference 

between training and testing accuracies in XGBoost is comparatively more than Gradient 

Boosting. So, I can conclude that Gradient Boosting is the best model because the lesser 

the difference between training and testing accuracy, the better the model is.  

Between the method of model development, the first method where I built linear regression model, 

and the second method where I built different machine models, method two is better. The reason 

for this is the first model does not provide many insights on data. But the second method gives 

significant insights from the business point of view. 

Finally, I can conclude that companies should focus on customer retention as most of the revenue 

was generated by frequent customers. 
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